(BRI AL SN ARRT

B XL P A
EET X INE XV BT FL R
T [N
LR [ 35 48 i)
RESKS: (BB P ESHES]  STEFRRE: A XERS:
DOI: 10.11999/JEIT X X X X X X

AN TR 1]
(E TS INY

(8 AN SRR 1.1]
(E T IN

(8 A TSHRE 1.1.1]
(E T IN

= I Ie] R L AR -

BESHE: 1) w0@H, RE#G KT GG E. FROEAMR, SCBHE R, (2) %8y
WE M BRI NAFB TR AR ARTER S A ERIRR; (3) &R, BAEATEE(A 16
5, KIECHE Buclid TAREHEME 16 5), JCHIEREIRGIELE S TR SOWMER, BRI SR INAIYIH .

FEFRSTSY. GBEERE, % Col BEHESTTF), A TNFFLAKS BT eL

BE. F5E UGB, BRATALA HATK

(1) Chy 3630 W P UARAFES). BLARGAS): (20 EXh: HhCLR: PLaik (ECeR, &
5), WHPXAN: 45 (JECaK); (3 iS50 MNAESRPINTFEERS: W1 Quality of Service (QoS), HIRHIML 4
PG, FCAT B RS .

ZENERR: 5 12H1), 2), ~ $H22H @), (b), = B3EHO, @, F4RR(1), (i), -

NERGS: SR IMES S, RSB EAREREREEANL B, W “PanlfE-" FHAIE 1 AMES, Ty “%%
N7, €31 AR, N7 FRAEA: #EEA GRS MAE, AR bR, SPHERITT, U <SCER[84RH T £

NSRS, AESR A MIESRRIT, 3 MRV EESIM “-7 Fon, W “3CR[2,4-7,9] 7 —AbSIHEIITA ST #R S 2
—MMESN

AXEZE: wXhiASEMAR, @RI ERA word 2, EZ<HH MathType Jifh, FIBhbri:
(1) Ry pp R B HRME, JRE L2 T RROR IR B — A,
(2) REREMFERE IR, R B A ARNA, e A,
(3) AR R ARk BRI b, B0 B R AR AR RN, IEAK

e

SRR LB XXX XXX B T XXX XX XXX IR AR XXX X=X X=X X
“WEEE: 3= zhangsan@163.com
EEWH: £, £2E&2, B3 (AHEATIRRATIERESE, @EFEE JGEfd 114L)

Foundation Item: Iteml, Item2, Item3


https://mp.weixin.qq.com/s?__biz=Mzg2NzU3ODE0OA==&mid=2247485910&idx=4&sn=653509a9e97fee0b727c7d619cedf8d1&chksm=ceb8319df9cfb88b43e881e7f05607f0ec968d6f248b82a6c44a29bf4073aee7e978a8ad0507&token=263840703&lang=zh_CN%23rd

g R RENRE, R R ATRR, MR RTRR R, ORI/ RE, HRRME
(4) A EUE S AL 1% (0 L CERAM);
b b

S o p
(5) N T HERREML, MOLATRI AN AIEE « . o, EEYW*E&?T@FZ“C,L s HIJEA 2> NN R
(6) ATI—fH “ X7 8 “ o 7 FoREREE, AH 7 (O —BEOREREIZE, HEAERE Y
(7) log MR BIME, REZSH, 2L 10 MR 1g ML e MR In, HAEHES.
Rt(tm)%RI'+(‘ﬁT'rp) (1)
= Ry +u, sin (B + wt,, )+ v, cos (B + wt,, )

B ATIERER A F AR T g B, W0 emf, pdf, fig BL eps, visio R RILME, B STTHIBIERAE 600
dpi HIEISCH . HIGETHER A5 T B SR EEC A, Blan excel, origin &5 FPTrA RGO (a4 & ES, H530h
—ED BABMISIR RS, EERRIE RS ATIE 2021 FAREONERED (RIS 500 T5/T0).

50 F 50 F
4o _ 4ot
= =L
St Ea0t
B Feie
o W R
10 10
1 Il 1 I 1 *&Uﬂ:{{fﬁ 1 1 1 I !
0 25 50 75 100 —'—EQN%% 025 50 75 100
T () :ﬁanI'\I{ : A (s)
() ITREFAML —— BEAL R (b) A AN
- E1 AR HO T JC AL P A AR A e
b SRR, Hith Euclid #;
FE: REMRIKRET1E, E4ZF8pt, LTS5 pt;
FE: BRERESIEELN (BA/AF, EFR/EHF) —X, TESTERSNTER, LinipseniREEmnERcn
Bl sERENER, AEEIMESE, MATHTLIMEN, SFENER, sEsHNESH, WEETA.
FHESIEZENR, ERREXoN, REERRAKY, HRREEE.
B E ARG«
(1) B2k N 0.5 1%5(4 px), HOCH AR, SM3CH Euclid, 75 H 8 pt:

) Blh =2t IR, FRes i B, B FERIE T, ARSI

() kA RERMEREMIIGRMERER, ARRMEREE. BASEMEE, §RERIED PR
2 600 ppi LA b FRIEESZ L HIN T S e s 1 B 2%, BSeRSRE, AoET. B EE R
—ANE, FURRS A, “220001 B, AR AR B R S5

e ATIERH “=4R7 M7 TR, Wk 1 P, £EARESERY, —H TR, FEF
FEERUN LA

(1) A& P RIRSHOEE /NG N R A R BB DR — B

(2) BRFANAFN, RFEERBEE AT B IARERTA .

% 1 £ SYSU-MMO1 [ All-search A8 30585 3k ¥ B T 925045 B (%)
Jrik Rank-1 Rank-5 Rank-10 mAP
Baseline 475 — 86.2 477
Baseline-+CLIP 60.2 80.2 878 56.1
Baseline+CLIP+MAGE 62.9 82.7 90.1 58.6




2 % XM
GRS IR S AR ME R, 2 AR 2 4 POOCRTE A XML, H doi {5 BRI RS I, SV E Ly % IpFE X
AT, & ESWU[C/OLIE R, W RIS 28 It SCERTh IR SMEE . FIRE kRIS, 2RSS, A4S CREETH)

BT

e 1), [(fE3% 2], (B35 3], &, [BH] J).[F4&], [ 8] (3] ): (1L TTES) doi: [doi 5] .

Blhn. HEALAE, skBE, AW, F. A TIEREYIH YOLO HFEW LRI, |7 51F 8%, 2022, 44(10): 3697-3708. doi:
10.11999/JEIT210790.

SHAO Yanhua, ZHANG Duo, CHU Hongyu, et al. A Review of YOLO Object Detection Based on Deep Learning[J]. Journal of
Electronics & Information Technology, 2022, 44(10): 3697-3708. doi: 10.11999/JEIT210790.

PEEEL:

() 1ER 1) [(g) 1R 2] [(gm)1ER 3], & [ 1], [ 2] %% 3], & [1548] [M]. [ACA] , [HAs) - [HHARAL) | [fF6] « [ TTe)
Bl dkTOIE, ZEEAS. RS e S P E RS (M. 2 . b ET B T H R, 2001:15-18.

ZHANG Keqian and LI Dejie. Electromagnetic Theory for Microwaves and Optoelectronics[M]. 2nd ed. Beijing: Publishing House of
Electronics Industry, 2001:15-18.

SWFRE:

e 1), (fE#% 2], (fE& 3], 5. [EH] [C], [&A], "B, HK]", [WER] , [RUERSE S (WH)] , [SEGRIE T ()] .

#: YUAN Jian, ZHOU Xuesi, and HUANG Yongfeng. Application of HOOK technology in network covert communication|[C]. The 9th
China Information Hiding Workshop, Chengdu, China, 2010: 489-496.

FAIRIE:

[fE] . [ H] D], [[E-Liesc/m-bies])] , RS R ER , (4] .

Biltn: XPDeF B SAR mRUESET AL D). [ ie ). ER R AR R, 2003.

i L83 /Master dissertation, {11832 /Ph. D. dissertation, &7 i8S HZEHR-AL TS MNAE B

FHI:
e 1), [(fE% 2], 5. [@H] [P]. (B, [TF5], 4] .
Bl gk, 2 Thae— Sk E R (P E, 922149852,1993-04-14.

REE:
(WEE /B EFK] . [H] [R]. [#hE] | [F6] .
f§]: World Health Organization. Factors regulating the immune response[R]. Report of WHO Scientific Group, Geneva: WHO, 1970.

M4 iR :
[fE3%] . [ H] [OL]. [Mik] , [FEH#) .
#i: Floyd S. RED: Discussions of setting parameters [OL]. http://www.cciri.ora/floyed/REDparameters.txt. 1997.5.

BARIRAES

(E# WA AAR] RAEACS /B - RATEARHE A AR] [S]. [HHRSH) | [HHARHE] , [HAREE] .

#i: IEEE 802.11-1997. Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specification[S]. 1997.
EEENED

(T 1] = [VER)] . [HARK] , ®ESE5 A A5 )

(fE 2]« [VERI] . [HARK) , WRSET5 FCA A Ts )



[T AL SN S ST AR

[Pl AL BN AE 2 kA0 P ]
R4 fE, ReRE, 2NEFRRE
"B AL BSOSO AR, IR 4 R4, K]

Abstract:

Objective [FR.7 It AN HH )
Methods [ I AL BEE N 47l 22

Results and Discussions [FLa I Ab8E N 3 ]
Conclusions [ A4 2]

Key words: [ifi HALEE N 3-5 AN S ]

(BFS5REEFER) “RXKHE" HABEK

T el BRI R IR ZERAE 800~1200 7 CHIAKD.
TN g5
LH ., fEEFEAL: 5roUE B R
2. K AHEIE L
(1) W7t H ¥ (Objective) : (IRt it T AT ) B 2P A0 B4 5
(2) #5775 (Methods);
(3) 6% 1 45 X (Results and Discussions): 185557 tH3CF A AN B EI#R 5, DS FRE. W
“--(Fig.1), --*(Table 2), ---(Algorithm 1)” &%, #F5NEAMEAT TS (MRS, AEKRIE);
(4) 2512 (Conclusions);
(5) LA RE RN, ROy B TRsHE, BaiTbri 2R AR
6) FRXEMBEHAANERIGER 0 /BHERLK, FLEZOFEAART: B X
(Significance). /& (Progress). &5 (Conclusions). &2 (Prospects) 5.
3. Kt (Key words): 5 H1 306 Mo

SR SOCKINEAE Buclid T8, 16 BHTH . B H kR SRR AR, Sk
PR T RS, A AR S

WO, FRik: dUEHIEE = AWK, $ahiB S —BIER, ZOH IR SCR AR, BRIOCEEIN, 55
HERRE o

Tiv SCHk: AEIMSH R, W5 AR, IR,
N ME: PLEWRIERESCR, (EERAE, =217,
. ARERE 2025 F5 1 UGS .

LSRTIvIN e e T



A Decision-making Method for UAV Conflict Detection and

Avoidance System

TANG Xinmin @ LI Shuai” GU Junwei” GUAN Xiangmin®
<D(Key Laboratory of Urban Air Traffic System Technology and Equipment, Civil Aviation
University of China, Tiangin 300300, China)
College of Civil Aviation, Nanjing University of Aeronautics and Astronautics, Nanjing
210016, China)
®(K6y Laboratory of Civil Aviation General Aviation Operation, Civil Aviation Management
Institute of China, Beijing 100102, China)

“(

Abstract:

Objective With the rapid increase in UAV numbers and the growing complexity of airspace environments,
Detect-and-Avoid (DAA) technology has become essential for ensuring airspace safety. However, the
existing Detection and Avoidance Alerting Logic for Unmanned Aircraft Systems (DAIDALUS)
algorithm, while capable of providing basic avoidance strategies, has limitations in handling multi-aircraft
conflicts and adapting to dynamic, complex environments. To address these challenges, integrating the
DAIDALUS output strategies into the action space of a Markov Decision Process (MDP) model has
emerged as a promising approach. By incorporating an MDP framework and designing effective reward
functions, it is possible to enhance the efficiency and cost-effectiveness of avoidance strategies while
maintaining airspace safety, thereby better meeting the needs of complex airspaces. This research offers
an intelligent solution for UAV avoidance in multi-aircraft cooperative environments and provides
theoretical support for the coordinated management of shared airspace between UAVs and manned

aircraft.

Methods The guidance logic of the DAIDALUS algorithm dynamically calculates the UAV's collision
avoidance strategy based on the current state space. These strategies are then used as the action space in
an MDP model to achieve autonomous collision avoidance in complex flight environments. The state
space in the MDP model includes parameters such as the UAV's position, speed, and heading angle,
along with dynamic factors like the relative position and speed of other aircraft or potential threats. The
reward function is crucial for ensuring the UAV balances flight efficiency and safety during collision
avoidance. It accounts for factors such as success rewards, collision penalties, proximity to target point
rewards, and distance penalties to optimize decision-making. Additionally, the discount factor determines
the weight of future rewards, balancing the importance of immediate versus future rewards. A lower
discount factor typically emphasizes immediate rewards, leading to faster avoidance actions, while a

higher discount factor encourages long-term flight safety and resource consumption.

Results and Discussions The DAIDALUS algorithm calculates the UAV's collision avoidance strategy
based on the current state space, which then serves as the action space in the MDP model. By defining
an appropriate reward function and state transition probabilities, the MDP model is established to
explore the impact of different discount factors on collision avoidance. Simulation results show that the

optimal flight strategy, calculated through value iteration, is represented by the red trajectory (Fig.7).



The UAV completes its flight in 203 steps, while the comparative experiment trajectory (Fig.8) consists
of 279 steps, demonstrating a 27.2% improvement in efficiency. When the discount factor is set to 0.99
(Fig.9, Fig.10), the UAV selects a path that balances immediate and long-term safety, effectively avoiding
potential collision risks. The airspace intrusion rate is 5.8% (Fig.11, Fig.12), with the closest distance
between the threat aircraft and the UAV being 343 meters, which meets the safety requirements for UAV

operations.

Conclusions This paper addresses the challenge of UAV collision avoidance in complex environments by
integrating the DAIDALUS algorithm with a Markov Decision Process model. The proposed decision-
making method enhances the DAIDALUS algorithm by using its guidance strategies as the action space
in the MDP. The method is evaluated through multi-aircraft conflict simulations, and the results show
that: (1) The proposed method improves efficiency by 27.2% over the DAIDALUS algorithm; (2) Long-
term and short-term rewards are considered by selecting a discount factor of 0.99 based on the
relationship between the discount factor and reward values at each time step; (3) In multi-aircraft
conflict scenarios, the UAV effectively handles various conflicts and maintains a safe distance from threat
aircraft, with a clear airspace intrusion rate of only 5.8%. However, this study only considers ideal
perception capabilities, and real-world flight conditions, including sensor noise and environmental

variability, should be accounted for in future work.
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